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ABSTRACT

A grammar G is context limited if there exists a partial ordering on the

alphabet of G under which, far every production o = 8 of G, every letter of o
is smaller than some letter of B. It is proved that the languages generated
by context limited grammars are just the context free languages. Unambiguity
of general grammars is defined and discussed carefully, preparatory to proving
that the languages generated by unambiguous context limited grammars are just

the unambiguous context free languages.
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THE EQUIVALENCE OF CONTEXT LIMIT%D G 5
TO CONTEXT FREE GRAMMARS(1)

A phrase structure grammar [3, p.8] 1s here called context limited 1if

there exists a partial ordering on the alphabet of the grammar, under which,
for every production @ = 8 of the grammar, every letter of o is strictly
smaller than some letter of B.

We will prove

(1) that the context limited grammars generate all and only context
free languages; and

(2) that the unambiguous context limited grammars generate all and
only unambiguous context free languages.

The bulk of the effort goes to (2) because, although the intuitive notion
of unambiguity is clear enough, it has not previously been defined formally
for phrase structure grammars in general.(a) The notion of the ambiguity of
a grammar is Jjust that there be two ecsentially different ways of generating

the same word. Section 2 is devoted to formalizing this term "essentially

(l)Research sponsored in part by the Air Force Cambridge Research Laboratories,
Office of Aerospace Research, USAF, under Contract F1962867C0008, and by the
Air Force Office of Scientific Research, Office of Aerospace Research, USAF,
under AFOSR Grant No. AF-AFOSR-1203-67.

(2)This is because there has been no need for such a definition. With respect
to the most general class of phrase structure grammars, there are no inherently
ambiguous grammars, and it is not yet known whether the corresponiing assertion
for context sensitive grammars holds or not.



16 January 1967 4 T™-738/030/00

different," to estahlishing a few basic facts about the formulation, including
the fact that it reduces to the usual one in the context free case, and to
proving same technical lemmas far use in Section 3.

In Section 3 the context limited grammars are defined farmally and their
two main properties, indicated above, are proved (Theorems 1 and 2).

Section 1 explains the notation.

Most of the material presented here appeared first in the author's

doctoral dissertation [10].
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1. Notation

The notation is drawn mainly from [3], with the exceptions now to be
noted.

Grammar will mean phrase structure grammar [3, p.8].

let G = (V,L,P,0) be a grammar. We will refer to the letters in L as
external letters (to avoid conflict with another natural use of the term
"terminal") and to those in V-I as internal letters.

*
o lﬁ B will be used instead of o 3 8.
A complete G-derivation is a G-derivation beginning with o and ending with a
*

word in T .

o 1s the initial or start letter of G.
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2. G-graphs and Ambiguity

The first objective is to develop the notation for talking about ambiguity,
to establish a few simple facts about it, and to set forth the definition of
ambiguity.

The definition of ambiguity to be given is equivalent to the one implicit
in Griffiths' paper [9]. However, using Griffiths' definition would present
as much of a problem in establishing fundamental properties as does the present
one. Moreover, we feel that the present construction embodies in a more direct
manner the intuitive notion of ambiguity; far, whereas Griffiths chooses a
canonical derivation from a set of equivalent derivations, we are going to
deal with a structure possessed in caommon by all the derivations in an
equivalence class.

The basic entities are the production graph and the labeled production

graph. The notion of a production graph is represented accurately by strings
of beads hung together as in Figure 1. The numbers beside the beads are
only for reference and do not represent part of the graph. The string

(1,2,3,4,5,6) 1s the initial string of the graph. The string (1,7,8,10,15,16,14)

is the terminal string, for these are the exposed beads in their proper
left-to-right order, all other beads having been "covered" by hanging & new
string across them. If we wanted to specify this graph without drawing a

figure, we could use a notation such as the following:
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O~

Figure 1. Schematic Representation of a Production Graph
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Initial string: 1,2,3,4,5,6

Cover 2,3 vy T7,8,9

5,6 by 12,13

9,4 by 10,11
12,13 by 1k

11 by 15,16

Thus & production graph is specified by spacifying an initial string and a set
of ordered pairs of strings. Note that not every set of ardered pairs of strings
makes sense: every first string must at some stage of the construction be a
segment of the terminal string at that stage, and at the same stage the
accampanying second string must consist of newly introduced beads. These
conditions would te taken care of automatically in the process of actually
hanging the beads, but must be made explicit in the farmal definition.

The beads will be callcd "nodes"; the ordered pairs of strings will be
called "productions."

By associating a letter of some alphabet with each node of a production
graph we construct a labeled production graph. If G 1s a grammar and T 1is a
labeled production graph, if each production of T forms a production of G
vhen the labtels replace the node nam's, and if every label is in the alphabet
of G, then T is a "G-graph." Every G-graph represents at least one (possibly
more) G-derivation. If G-graphs representing complete derivations are
unique (up to congruence) for each derived word, then G will be called
unambiguous.

The remainder of this section is devoted to giving precise farmulations

foar the above notions and making sure that these farmulations have the
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properties we want. We will first confine our attention to production graphs,

then consider labeled graphs and G-graphs.

2.1, Production graphs.

By a string we will mean a (possibly null) finite nonrepeating sequence
of elements of some set. If T and o are strings, then To will denote the
concatenation of the two, Of course To need not be a string Jjust because T
and ¢ are, but we adopt the convention that when we write To we mean it to
be a string.

o is a substring of 7 if 7 = T10T5e

A (graphical) production is an ordered pair (o,T) where o and T are
strings with no element in ~ommon and neither o nor v is null.

If ¢ is a set of productions, then by the nodes of ¢, we mean the
elements in the strings in the productions in ¢.

The term "production graph" will denote a structure associated wi.h each
of two derivations when the two derivations are "essentially the same." A
production graph will consist simply of a set of productions together with an
"initial string,’ which together have certain properties. These properties
are most easlly expressed by an inductive definition.

In the definition of production graph, given next, it will be convenient

to include the definition of the terminal string of the production graph, so

that we will actually be defining an ordered triple, "a production graph (%,u)
with terminal string t." It will be shown shartly that ¢ and u entail a
unique T so that production graphs :an be given as ordered pairs.

Let ¢ denote the empty set.
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DEFINITION.
PGL. If u is a string, then (§,u) 1s & production graph with

terminal string u.

PG2. If (%,u) 15 & production graph with terminal string

1727y and 1f p is a string containing no node of " ana

no node of u,then (¢ U {72,9)},u) is & production graph

with terminal string T P 73.

PG3. (¢,u) 1s & production graph with terminal string T only

if required by PGl and PG2.

If (¢,u) 18 a production graph, then we call u the initial string of

(Q:u)'

If (%,u) and p are as in PG2, and 1f T denotes (&,u), then T + (12,0)

denotes the production graph (¢ U {(72,9)],u).

We are going to rely heavily on certain properties of production graphs.
All of these properties are Just what we would expect them to be, but just
elusive enough to require proof.

Our first task is to show that every production graph has a unique
terminal string. We anticipate this proof in the following definition:

A terminal ncic of a production graph is a node belonging to the terminal
string of the production graph.

For the time being, read "a terminal string" for "the terminal string" in

the previous definition.
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PROPOSITION 2.1.1. Let T be a production graph. A node p of T is a terminal
node of T if and only if p does not cccur in the first string of any production

of T. Every terminal node of T occurs in every terminal string of T.

Proof. The assertion is obvious for grephs with no productions. Suppose the

assertion holds for graphs with a productions, aid let T be a graph with n + 1
productions. ILet p occur in a ierminal string of T. Then there exists a

and a production (o, T)

graph To with n productions and terminal string ¢p_ogp

12’
such that T = T_ + (o,7),and such that p is in p TPy If p is in T then p
is not in c and p is not a node of To (far all the nodes of T must be foreign
to To in order to apply PG2). Hence p does not occur in the first string of
any production of T. If p is in pl or pa,then p is & terminal node of To’
heance by inductive hypothesis occurs in the first string of no production of

To’ and p 1s not in o because p is a string. Thus p occurs in the first

1%p
string of no production of T.
Conversely, suppose p occurs in the first string of no production of T.
A graph with no productions can only come vie PGl, where it is clear that
every node is in the one terminal string. Suppose it is true in graphs with n
productions that every node such as p belongs to every terminsl string. Let T
be & graph with n + 1 productions. Any terminal string of T is given by a
graph T with terminal string P 0P, and a productioca (o,7), with
Tw To + (o,T), where T° has n productions. If p is in T then p occurs in the
terminal string. If p 1s not in T then p is a node of ao. Every production
of To 1s a production of T, so p occurs in the first string of no production

of To. Hence p occurs in every terminal string of To, in particular in
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PLoR,. p 18 not in o for then p would occur in the first string of (o,T).

Hence p is in pl or 02, hence 11, pl'rp2.

PROPOSITION 2.1.2. No node of a production graph T occurs in the second string

of more than one production of T.

Proof. The assertion holds if there are no productions. Assume the assertion
holds for all graphs with n productions. Let T = T + (o,7) where T, bas n
productions. The nodes of T are foreign to To 80 no node of T can occur in
the second string of two distinct productions of T. But for any other node

to do so would require it to do so in To’ contrary to the induction hypothesis.

PROPOSITION 2.1.3. Let T be a production graph and (o,T) a production of T
such that all the nodes of T are terminal nodes of T. Then T is a substring
of every terminal string of T, and for every terminal string PL TP, of T
there exists a unique production graph T' with terminal string 91092 such

that T = T’ + (o,7).
Notation. The unique T' such that T = T' + (o,7) will be denoted T - (o,T).

Proof. The assertion is vacuously true for graphs with no productions. Assume
it holds for graphs with n productions. Let T have n + 1 productions and
satisfy the hypothesis with respect to o,7. Let ) be a terminal string of T.
There exists a graph T with terminal string x1°ok2 such that T = T_ + (co,To)
and such that klfoka =), If (co,‘ro) = (o,T), then indeed T is & substring

of \. If (co,‘ro) # (o,7), then,by 2.1.2, T, 1s disjoint fram 7, and (0,7) 18 a
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production of To' By 2.1.1, since every production of To is a production of T,
every node of T is a terminal node of To. By inductive hypothesis then, T is a

substring of )\loo)‘ T is disjoint from Oy by 2.1.1. Hence 7T is a substring

o
either of 7\1 or of )\2. In either case T is a substring of A.
To construct T' now, let us assume T is a substring of )\1 and observe as
ve go that the proof is easily adaptable to A,. So let i = ){T){ By
inductive hypothesis there exists a graph T; with termimal string xiok{coxa
such that T, = Tc: + (0,7). We let T’ = TO' + (co,‘l’o) according to PG2, and note
that T’ has terminal string X{UX{TO)\E. T T(;, and T' were all derived according
to PG2, so they all have the same initial string as T. T’ lacks only one
production of T, namely (o,T). '+ (o,7) 18 a production grapn according to
PG2, and has tlie same productions and initial string as T. That is,
T' + (o,'r) = T. The terminal string obtained fro. this construction is
)\l'ﬂ{'ro)\e = )‘lTo)‘2 = A\. So the terminal string \{g)\{-ro)\g is the one required.
The uniqueness of T’ 1s clear, for a production graph is completely

specified by its productions and initial string.
PROPOSITION 2.1.4. A production graph has just /W terminal string.

Proof. The assertion holds for graphs with no productions. Assume it Lolds
for graphs with n productions and let T be a graph with n + 1 productions.
Let )‘o be a terminal string of T. Then there is a graph To with terminal
string p 0 p,, and a production (co, 'ro) of T, such that T = T_ + (oo, To) and
)‘o = P ToPoe
bave T = T, + (ol, 'rl), where T, has terminal string pl'cloz' and )‘1 = p]f'rlpa'.

Similarly, if we let )‘1 be any other terminal string of T we
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By 2.1.3, T, is & substring of p T p,. If (oo,'ro) - (ol,'rl) then T = T, for

1 1

P > and 'I‘l have the same initial string as T and would then have the same

productions. By inductive hypothesis we could then say plt::op2 - p]:olpé,

¢
whence, since Oy ™ %5 P = P

1
' ?
P1ToP2 ™ PP TyPpy OF A = N

4
It (oo,'ro) (ol,'rl), then 7 and 7, are disjoint according to 2.1.2. So

Tl is a substring of either pl or 92' There is no loss of generality in

choosing ol, 60 that pl - “"171""2' Then )‘o = ul‘rlp.a-ropa. By 2.1.3 there

and p, = o

o* Thus, since To ™ Ty

1

[

exists a production graph T with terminal string u.lclu21'092 such that
T=T"+ (ol, ‘rl). But T’ must therefore have the same productions and initial

! 4 7
string as Tl, that i8, T = '1‘1. By finductive hypothesis by OQHsT Py = Py Oy Poe

[ 4
Therefore - = °l and ”’27092 - p2. Now
« o170 = p T U, T P, =op, T = )\
A = P TiPp T My TP P TR A

We have thus taken two arbitrary terminal strings of T and found that they are
the same.

The duality principle established next (2.1.6) will be used quite

frequently.

PROPOSITION 2.1.5. If T = (Q,uluau:i) is a production graph and o is a string
wvith no nodes in common with T, then (¢ U [(a,ua) },ulou.3) is a production graph

with the same terminal string as T.

Notation. (¢ U [(o,uz)},uiou3) will be denoted by (o,u,) + T
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Proof. If & is empty,we get the assertion by applying PG2 to (¢,u.lou For

3)'
the induction step on T + (7,p), we form (c,uz) + T by inductive hypothesis,
note that it has the same terminal string as T and has the initiel string of

the graph we want to construct, and then form ((o,u,) + T) + (7,0) by PG2.

PROPOSITION 2.1.6. (Duality.) Let (é,s) be a production graph with terminal
string 7. Let ¢’ = {(92, pl) : (pJ,pz) in ¢}. Then (¢',7) 1s a production

graph with terminal string u.
Notation. (é’,7) will be called the dual of (%,u).

Proof. If ¢ is empty, then u = T and the assertion holds. For the induction
step on T + (pl, °2)’ form the dual of T by inductive hypothesis, note that its
initial etring is the same as the terminal string of T, so that (92,01) can be
ad joined according to 2.1.5.

The duality principle 2.1.6 gives us dual propositions to 2.1l.1, 2.1.2,
2.1.3. For example, the dual of 2.1l.1 asserts that a node is an initial node
if and only if it does not occur in the second string of any production. The
dual of 2.1l.4 asserts that any two production graphs with the same productions
and the same terminal string must have the same initial string, i.e., must be
equal.

The next objective is to formulate some rules for making changes internally
in a graph so that the resulting entity still is a production graph. These

changes will be expressed in terms of the removal and replacement of "subgraphs."
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By an initial subgraph of a production graph T = (¢,u), we mean a production

graph ($’,u) such that &’ C &, An intermediate string of T is a terminal string

of an initial subgraph of T. A string of T is a substring of an intermediate

string. By the terms initial or terminal substring of T,we mean respectively

a substring of the initial o terminal string of T.

Notice that if Tl is an initial subgraph of T2 and T2 is an initial sub-

is an initial subgraph of T Consequently, if T, is an

graph of T3, then Tl 3* 1
initial subgraph of T2, then any intermediate string of Tl is an intermediate
string of T2.

We call a string, production, or graph disjoint from another string,

production, or graph if the two entities have no nodes in commor.

PROPOSITION 2.1.7. it T, be an initial subgraph of a production graph T,

1

let o be a terminal substring of 'I‘l, and let (o,T) be a production of T.
Then 7 is disjoint from T, and T, + (0,7) is an initial subgraph of T.

Proof. We have only to prove that no node of T is a node of Tl’ for then, by

PG2, T, + (0,7) 18 a prodiction graph with the same initial string as T,, hence
as T, and all of the productions of T, + (o, T) belong to T.
(0,7) 18 not a production of Tpby 2.1.1. If (cl,'rl) 1s any production

of Tl’ then,by 2.1.2 applied to T, ‘rl and T are disjoint. Hence by the dual

of 2.1.1, T can contain, at most, initial nodes of Tl' But the initial nodes

of 'I‘1 are Jjust the initial nodes of T, and none of these can be in T by the

dual of 2.l.l.
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PROPOSITION 2.1.8. Let Tl be an initial subgraph of a production graph T,

with Tl 4 T. There exists a terminal substring o of '1‘l and a production (o,T)

of T such that T, + (o,7) is an initial subgraph of T.

Proof. By induction on the number of productions of T. If T has no productions,
then T has no proper initial subgraph, so the assertion is true vacuously.
Suppose the assertion holds for graphs with n productions, and let

T=1"+ (0,7) have n + 1 productions. Let 'I‘l be an initial subgraph of T.

if (o,T) is not a production of T;,then T, is an initial subgraph of ', If

T, = T', then the required terminal substring and production are o and (o,7).

1
3 4R,

hypothesis.

then the required production is obtained from the inductive

Suppose (o,'r) is a production of Tl. Then it is a terminal production of

;o =T, + (o,7) for some T,, by 2.1.3. T, is a proper initial

p g L

subgraph of 7’ lest Tl be equal to T. By inductive hypothesis there is a

terminal substring o of T2

is an initial subgraph of 7',

by 2.1.1. T

and a production ( 'rl) of T' such that T, + (ol,'rl)

(.Tl,
o) is disjoint from ¢, for otherwlise we would

have, by the dual of 2.1.2,that (oy,T) = (0,7), but (o;,7,) 15 in T an¢ (o,7)

1)
is not. Therefore 0y is a terminal substring of T2 + (0,7) = Tl. By 2.1.7,

&

y * (ol,Tl) is an initial subgraph of T.

PRt OSITION 2.1.9. Let T be a production graph and o & non-null string. If

0.0 and oo

1 > are both strings of T, then 0,00, is a string of T.
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Proof. It will suffice to consider Just the case where o has length 1, for
the general case can be reduced to this by considering the rightmost node g
of o and the two strings 0,0 and Qo,.

So we will consider strings o P and Pa,, with p a node of T. There exists
an initial subgraph T, of T with n, rroductions, and another, T

1 2
productions, containing clp and Po, respectively as terminal substrings. The

» vithn2

proof is by induction on n1 + n2.

If ny + n, = 0, then 0P and po, are initial substrings of T, whence 0,P0,
is an initial substvring of T, hence a string of T.

Suppose the assertion holds for all cases where n, +n, < n,and consider

acnsewberen1+n2-n+l.

Case 1. Suppose Tl contains a terminal production ('rl, 72) where 72 does not

contain p. If T> is also disjoint from Oy then Tl - (‘rl, 1’2) has terminal

substring 0y P and only n - 1 productions, so that the inductive hypothesis is

directly applicable. Suppose Ts is not disjoint from o,. Then, since p is not

l.
in 72’ Tl has a terminal substring plfapzp where % is a rightmost substring

of p;T,P,. Hence T, - ('rl, 12) bas a terminal substring pT,P,p. The
inductive hypothesis tells us that plTlp2ch is a string of T. Let To be an
initial subgraph of T containing pl'rlpzpoa as a terminal substring. By 2.l.7,
T * (Tl, 72) is an initial subgraph of T. T+ (71,72) contains ¢, T,P,P0,.

being a rightmost substring of pl'rapa, must be a string of T.

% 9, P%;

Case 2. Suppose T, contains a terminal production ('r]f, 'ra') where 1'2' does not
contain p. The argument of Case 1 is adaptable by symmetry to this case.
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Now either '1‘1 or T2 has at least one production, and by the symmetry of

the situation e may as well assume that Tl has a production. Then Tl has a
terminal production (‘rl,'rz). By Case 1, we assume that 7, contains p.
By the dual of 2.1l.1, p 1s not an initial node of T, hence not an initial

rode of T,. By the dual of 2.1l.1 and by 2.1.2, we learn that ('rl, 72) is a

2
production of T,. Suppose ('rl,'ra) is not a terminal production of T,. Then,
since 'r2 has a terminal production, by 2.1.2, T2 must have a terminal

’ 4

production (‘rl, 1'2') where 72 does not contain p. But this is Case 2. So we

can assume (71,72) is terminal in T,.

Now if s contains all of 0y then o) P is a substring of o hence a
terminal substring of T2. This would imply that o, PO, is a terminal substring

of Ta, 1oeo, that Ol

contain all of 0 Similarly, we can assume that o does not contain all of Oy

We conclude that there must exist strings ol' and 02' such that

[ 4 4 1
011202 = 0;P0,, with 0172 a terminal substring of Tl and 7202 a terminal sub-

is a terminal substring of T, - ('rl,‘ra). By

pa, is a string of T So we can assume that o does not

[
string of T?_' Therefore clTl
inductive hypothesis, °£Tl°2’ is a string of T, hence occurs as a terminal
substring of same initial subgraph 'I‘o of T. To + (7 ,1'2) is an initial
subgraph of T,by 2.1l.7, and contains the terminal substring 01:1202' = 0yP0,,

i.e., 0y P0, is a string of T. This finishes the proof.

PROPOSITION 2.1.10. If (<:,u) is a production graph with terminal string T,
and if u and u, are strings disjoint from (¢,u), then (é,uluu.a) is a production

graph with terminal string u,Tu,. Comnversely, if (Q,uluu.a) 1s a production
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graph with terminal string p,l'rua,then (¢,s) 1s a production graph with terminal

string T.
Notation. If T denotes (#%,u), then (Q,uluua) vill be denoted by p Tu,.

Proof. The conclusion is direct from PGl if ¢ is empty. If the assertion holds
for graphs with n productions and T has n + 1 productions, choose a terminal
production (o ,02) of T and torm u.l('l‘ - (01,02))u2 + (01,02). This is the
required graph.

For the converse, the assertion is trivial if ¢ is empty. Suppose the
converse holds for all graphs with n productions and let T + (°1’°2) have
n + 1 productions, where T + (01’02) bas initial string u uu, and terminal
string ”‘1“‘2‘ By the dual of 2.l.1, o contains no node of the initial
substrings By oboe Clearly, therefore, T has terminal string ulT'uz for some T’.
By inductive hypothesis,T = u.lUu.2 for some graph U. Clearly 9 must be a
terminal substring of U, hence T + (01,02) - u.l(U + (cl,ce))u.a. U+ (01,02)

is the required graph.

PROPOSITION 2.1.11. Let (¢,u) be a production graph with terminal string

Tl 'r'ra .

only the nodes of T in common with (¢,u). Then (& U ¢l,u.) is a production

Let (él,-r) be a production graph with terminal string o, and with

graph with terminsal string 'rlo‘fa.

Notation. If (&,u) = T and (él,-r) - '1‘1, then (¢ U él,u) will be denoted by

T*Tlm‘byTl'bT.
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1 The case where ¢l is empty is trivial.

To form T + (Tl + (pl,pz)) in the induction step, merely note that p, is a

Proof. By induction on the size of ¢

terminal substring of T + ‘I‘l, 92 2)

1s a production graph end has the properties required for T + (Tl + (pl, pa)).

is disjoint from it, hence (T + 'I‘l) + (ol,o

let us now define a subgraph of a production graph T = (¢,u) tobe a
production graph (%', o) such that ¢'cCéand g is a string of T.

Note that it is essential to have the initial string be a string of T,
that is, occur in the terminal string of some initial subgraph. For, the
idea of a subgraph is that it can be viewed as an integral component of T. It
can happen that T contains a set of productions which form & production graph
but not a subgraph of T.

The next proposition generalizes 2.1.7, with a subgraph in the role of the

production.

PROPOSITION 2.1.12. Let Tl be an initial subgraph and T2

production graph T. If the initial string of T2 is terminal substring of Tl’

then Tl and T2 have no nodes in common other than the initial nodes of T2.

Thus Tl + T2 exists and 1s an initial subgraph of T.

a subgraph of the

Proof. By induction on the number of productions in ’1‘2. The assertion is

trivial when T2 has no productions. Suppose the assertion holds in all cases

where T2 has n productions and consider a case where T

4
Then T2 - 'I'2 o
substring of T2'. T2' has the same initial string as T., and has only n

prodwetions. Therefore 'I‘?: bhas no nodes in common with 'I‘l other than initial

o has n + 1 productions.

+ (0,7) for some terminal production (o,T) of T o is a terminal
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ncdes, and Tl * T2'

T, + Ta',by 2.1.11. So,by 2.1.7, T 1s disjoint from T, + T2'

is an initial subgraph of T. The productions and initial word of T, + (Ta' + (o,7))

is an initial subgrapb of T. ¢ is a terminal substring of

and (T, + Ta') + (o,7)

are the same as those of (Tl + Ta') + (0,7), so the induction is continued to n + 1.

PROPOSITION 2.1.13. Let (¢,u) be a production grapb with terminal string 'rl'r'rz.

If (¢l,o) is a subgraph of (¢,u) with terminai string T, then (& - b,u) 18 &

production grapa with terminal string T 01’2.

Notation. If T = (¢é,u) and T, = (Ql,c), then (¢ - ¢l,u) will be denoted by

T - Tl' Also, in the case where the initial string o of Tl is a substring of

the initial string Ky Ol of T, with no hypothesis on {ae terminal string T of

T., the graph (¢ - ¢ -ru.e), wvhich is obtained from the dual of 2.1.13 will

1™

also be denoted by T - Tl'

1° If Ql is empty, then the assertion is

trivial. Suppose the assertion holds in all cases where 'I'l = (@l,c) has n

Proof. By induction on the size of ¢

productions, and consider a case where T has n+ 1 productions. Let (cl, 92)

be a terminal production of Tl. let T = (¢,u). To assert that the required
production graph i. (T - (pl, 92)) - (Tl - (pl, pa)) we need only show that

T - (pl, pa) is a subgraph of T - (pl, 92), for clearly the terminal string of

T, - (°1’ 92) is a terminal substrirg of T - (pl, p2). The initial string o

of T, is also the initial string of T, - (pl, 92). Let T be an initial subgraph
of T containing o as a terninal substriang. T  could not contain (ol,. 92)

because of 2.1.12. Thus every production of To is a producticn of T =~ (Dl, Dz),
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and T has the same initial string as T and T - (o0,,0,), 80 T, 1is an initial

3%

subgraph of T - (01,02). Herce o is a string of T - (°1’°2)’ so T, is a

subgraph of T - (01,02).

COROLLARY. Let T' = (?',7) be the dual of the production graph T = (%,u). Let
T, = (%,u) be an initial subgraph of T, let T(; - (¢c:,c) be the dual of T_.

Then T’ - Tc; is an initial subgraph of T' with terminal string o.

PROPOSITION 2.1.15. Let T = (%,u) be a production graph, let Ql c é,

) 1s a subgraph of T if and only if the terminal string of T, is a

Ty = (¢ 0

1’

string of T and Tl is a production graph.

Proof. Suppose Tl is a subgraph of T. Then By is a string of T, 1i.e., by is a

terminal substring of an initial subgraph To of T. By 2.l.12, To + Tl is an

initial subgraph of T. Therefare the terminal string of Tl is a string of T.

Conversely, suppose the terminal string of Ti is a string of T. Then the

dual of T1 is a subgraph of the dual of T, for, by 2.1.13 applied to the dual

of T and the dual of an initial subgraph To of T, we see that the dual of

T - T° is an initial subgraph of the dual of T and has the same terminal string
as To. Thus the strings of T are Jjust the strings of the dual of T. So the
initial string of the duwal of Tl is a string of the dual of T. By the first
part of the assertion being proved, tkte terminal string of the dual of Tl’
i.e., the initial string or ii, i3 a string of the dual of T, hence & string

of T. Therefore Tl is a subgraph of T.
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COROLLARY. If '1‘l is a subgraph of T then the dual of Tl is a subgraph >f the
dual of T.

Let T = (%,u) be a production graph. Let T, be a subgraph of T. Let T,
be a production graph with the same initial and terminal strings, respectively, as

Tl’ but with no other nodes in common with T. Then we say that Tl is

replaceable }_)1 Ta in T.

PROPOSITION 2.1.16. Let T = (é,u) be a production graph with terminal string T.
Let T, = (él,ul) be replaceable by T, = (¢2,u2) in T. Then ((¢ - ¢l) U ¢2,u)

is a production graph with terminal string T.

Notation. ((¢ - ¢l) U éa,u) will be called the graph formed by replacing T

by T, in T. We will use same obvious grammatical derivatives of this.

Proof. Let 'I‘o be an initial subgraph of T with terminal string “’o“’luc:' By

2.1.12 and 2.1l.11, 'I‘o + Tl is an initial subgraph of T with terminal string

p,o'rlu.c:. By the dual of 2.1.13, T = (To + Tl) is a subgraph of T with initial

string uoTlué and vith terminal string T. By 2.1.11, T_+ T, is a production

graph with initial string p and terminal string uoTlué. We want to form

('ro + Ta) + (T - (To + Tl)). We can do this by 2.1.11,provided that the two
graphs have no nodes in common other than nodes of uo'rluc:. By 2.1.12, To + Tl
has, except for nodes of uo'rlu‘;, no nodes in common with T - (To + Tl)' Except

for nodes of by and Ty T2 has no nodes in common with T, hence none in common

with T - (To + Tl). So if T_+ T, bas a nonterminal node p belonging also to

T - (To + Tl)’ then p must be in By and not in 'rl. Therefore, by 2.1.1 applied
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to Tl, p must occur in pl for some production (pl,oe) of Tl' But then p is, by
2.1.1,a nonterminal node of T + T, and hence cannot belong to T - (To - Tl).

30 the two graphs have the required property and their sum can be formed.

All additions are of the type that preserves the initial string of the
term on the left, so (T° + T2) + (T - (To + 11)) has initial string 1. letting
éo denote the set of productions of T , the productions of ('l‘o + T2) +
(1 - (To + Tl)) are

(¢ U 92) vo(¢ - (¢° U ¢l)) = (¢o U ¢>2) U (¢ - '«l)

-¢2U(¢-§

o
l)'

The last equation holde because, if ¢o N ¢, were not empty, then some production

1

(pl,pz) would be common to To and Tl’ whence the nodes of 92 would be noninitial

in T,, yet belong to To’ and we agreed that this does not happen.

1
(To + T2) + (T - (TO + Tl)) thus has the required initial word and the

required set of productions.

PROPOSITION 2.1.17. Let (é),u) end (4,,u) be initial subgraphs of the
production graph (¢,u). Then (¢l N ¢2,u.) is an in'tial subgraph of (¢,u).

Mareover, if o 1s a terminal substring of ¢,, and if all the nodes of o occur

l}
in productions of @2, then g is & terminal substring of (¢l n éa,u).

Notation. (& N %,,u) will be denoted by (& ,u) N (4y,u).

1

Proof. By induction on the number of productions of ¢ If ¢ 1s empty, then

1> 1
(Ql n <:>2,u.) = (&l,u), an initial subgraph of (%,u). Moreover, the terminal
string of (¢l n éa,u) is in this case u, so that any terminal substring is

preserved in the intersectl.on.
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Suppose the assertion holds in all cases where & has n productions, and

1

consider a case where Ql has n + 1 productions. (Ql,u) = (é{,u) + (91’92)
for some terminal production (ol, 02) of (él,u).

’
Suppose (pl,pa) is not in ¢2. Then & N b, = ¢l N 52, whence (@l N ¢2,u)

1
is an initial subgraph by inductive hypothesis. Moreover, suppose o is a
terminal substring of (¢l,u) such that all nodes of o are in (¢2,u). Now o is
disjoint from Pos for, by the dual of 2.1.1,no node of Py ic in p, hence any
node of Po in (ée,u) is a noninitial node of (Qg,u), hence occurs in the

second string of some production of (ée,u), and, by the dual of 2.1.2,this could

only be the production (pl,pz). But we are assuming that (p ) is not in

1’ P2
(éa,u), s0 we conclude that o is disjoint from 92. It follows that o is a
terminal substring of (Qi,u) and hence, by inductive hypothesis,a terminal
substring of (Ql n éa,u).

Suppose (91,92) is in Qa, Py is a terminal s tring of (@{,u),and all

the nodes of p, are in (¢2,u). By inductive hypothesis (¢£ N ¢2,u) is an

1.
initial subgraph with terminal substring ¢, . Hernce (é{ N éz,u) + (pl,pe) is
an initial subgraph, and its productions are (éi n ée) U {(pl,pa)} = ¢l N ée.
Thus (él N éz,u) is an initial subgraph.

Moreover, suppose o is a terminal 3substring of (Ql,u) such that every
node of o is in (éa,u). If o 1s disjoint from Py then (éi,u) contains o as a
terminal substring and o is disjoint from PLe By inductive hypothesis
1 being
disJjoint, (@{ N éz,u) + (pl’p2) - (@l n Qa,u) contains ¢ as a terminal substring.

(Q{ n °2,u) contains both o and pl as terminal substrings. o and »p

If o is not disjoint from pa,then there exists a terminal substring 0y P05
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of (él,u) containing o as substring, and where every node of is in

% P2%
. 4

(\2,u). 0,710, 18 & terminal substring of (¢£,u), hence of (%l n ¢2,u) by

inductive hypothesis. 9, 950, is therefore a terminal substring of

(*{ n *2,“) # (01,02) = (¢l n °2,u). Therefore g is & terminal substring

of (Ql n Qa,u).

PROPOSITION 2.1.18. For each production (o,7) of & production graph T, cand T

are strings of T.

Proof. By induction on the number of productions in T. The assertion is
vacucusly true when T has no productions. Suppose the assertion is true in
all cases where T has n productions, and consider a case where T has n + 1
productions. Then T = T' + (o’,7’) wiere T’ has n productions. If (o,T) is
in T: then o and T are strings cf 7’ by inductive hypothesis, hence strings
of T. Otherwise (o0,7) = (c/,7’). o' 18 & string of T because it is a
terminal substring of the initial subgraph TP T. Tis a string of T

because it is a terminal substring of T.
JOROLLARY. Every node of T is a string of T.

Proof. Every initial node is in the initial subgraph (@,u); every terminal
node 18 terminal in the initial subgraph T. All other nodes occur in

productions, by 2.1.1 and its dual, hence are strings of T by 2.1.18.

PROPOSITION 2.1.19. Let Tb be an initial subgraph of a production graph T and

let Tl he a subgraph of T. If To contains all the noninitial terminal nodes of

ZHBthen To contains all the productions of Tl.
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Proof. By induction on the number of productions in Tl. Ir Tl has no produc-

tions, then we have nothing to prove. Let Tl have n + 1 productions where the

assertion holds for all subgraphs having n productions. Let Tl = T{ + (o,7).

The nodes of T are terminal and noninitial in Tl and therefore are all in To'

By 2.1.7, (o,7) is in T,- Thus the nodes of o are in T . A noninitial

terminal node of T{ 1s either in o or is a noninitial terminal node of Tl’ Son

by inductive hypothesis To contains all the productions of T{. Since it also

contains (n,T), it contains all the productions of Tl'

PROPOSITION 2.1.20. Let To be an initial subgraph of a production graph T,

let Tl be a subgraph of T. If To contains all the terminal nodes of Tr then Tl

is a subgraph of To'

Proof. We only have to show that the terminal string T of Tl is a string of To.

There exists an initial subgraph U of T containing T as terminal substring.
By 2.1l.17, U N To is an initial subgraph of T containing T as terminal sub-
string. U N To is also an initial subgraph of To, therefore T is a string of

TO.
COROLI.ARY. (By duality) If T - To contains all the initial nodes of Tl,then

T

1 is a subgraph of T - To'

COROLLARY. (By duality) If To fails to contain any of the nonterminal initial
nodes of Ti,thcn To fails to contain any production of Ti.
While 2.1.16 allows us to replace a single subgraph, we will need to be

able to replace more than one subgraph at the same time. It can happen that
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after the replacement of one subgraph the next one is no longer present as a
subgraph, even though all of its nodes and productions are still there. We

next set forth some conditions under which such difficulties do not occur.

DEFINITION. Two subgraphs of a production graph T are separable in T if there
exists an initial subgraph To of T which contains all the nodes of one while

T - To contains all the nodes of the other.

DEFINITION. Let Tl and T2 be subgraphs of a production graph T. Let Ul and U2

be production graphs. Tl’TZ are replaceable by Ul’U2 in T 1f Tl and Té are

sepai'able, Tl is replaceable by Ul in T, T2 is replaceable by 02 in T, and Ul

and U, have no common nodes other than their initial or terminal nodes.

2

Tl""’Tk’ all subgraphs of T, are replaceable by Ul""’uk in T if for all

1 A J 1t is true that Ti,TJ are replaceable by Ui,UJ in M,
PROPOSITION 2.1.21. Let Tl and T2 be subgraphs of a production graph T. Let

T,,T, be replaceable by U,,U, in T. Let V be formed by replacing T, by U

1’2 1252 1 1
in T. Then T2 is a subgraph of V and T2 is replaceable by U2 in V.
Notation. The graph formed by replacing T2 by U2 in V will be referred to as

the graph formed by replacing Tl’Té by Ui,Ue.ig T. Mareover, if Tl""’Tk are

in T, then repeated use of 2.1.21 allows us to speak,

replaceable by Ul”"’uk

with the obvious meaning, of the graph formed by replacing T'l,...,Tk by

Ul,...,Uk in T. Clearly, if ™ is any permutation on the first k integers,then,

in view of 2.1.21, the graph formed by replacing Tp(y),««e,Tp(y) Vith
Un(p)r***2ln(k) 10 T 18 the same as the graph farmed by replacing T),.e.,T,

by U

l,...,Uk in Tc
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Proof. Case l. Suppose there exists an initial subgraph To of T containing

all the nodes of T, while T - To contains all the nodes of T,. By 2.1.20 and

i 2
its dual,Tl is a subgraph of To and T2 is a subgraph of T = To. Tl is
replaceable by Ul in To. Let Uo be the graph formed by replacing Tl by Ul in

To. By merely checking productions and initial strings we see that Uo + (T - To)
is the graph V formed by replacing Tl by Ul in T. T2 is a subgraph of V,

because it 1s a subgraph of Tl - To. U2 has no nodes in common with Ul or with
T except for initial or terminal nodes of U2, hence no nodes in common with

Uo or T - T° except for initial or terminal nodes of 02' U2 still has the

same initial and terminal strings as T2. Therefore T2 is replaceable by Ué in V.

Case 2. There is an initial subgraph To of T which contains all the

nodes of T, while T =~ T° contains all the nodes of T.,. Looking at the duals

2 1
of these graphs we see Case 1l again, and conclude that the dual of T2 is
replaceable by the dual of U2 in the dual of V. Therefore T2 is replaceable
by 02 in V.

PROPOSITION 2.l.22. Let Tl and T2 be two subgraphs with no productions in

common. Suppose neither subgraph has a node which 1s both initial and

terminal in the subgraph. If each of Tl,T2 has Just oue initial production,

or if each has Jjust one terminal production, then T, &¢nd T

1 , are separable.,

Proof. Suppose each subgraph has just one initial production. Let the
respective initial productions be (ol,'rl) and (02,72). By 2.1.18, there

exists an initial subgraph To containing 7., as a terminal substring. S8uppose To

1
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contains a node of T,. Then by 2.1.7, T_ contains (oa,'rz). Since (cl,'rl) #

(02,72), (o ,72) is in the initial subgraph T - (cl,Tl). By 2.1.18, there must

exist an initial subgraph Té of To containing T. as terminal substring. No

2
node of I is in To. T; is an initial subgraph of the main graph, which we now

name T. Thus by a change of notation if necessary we can assume that Tl is a

terminal subword of an initial subgraph To vhich contains no nodes of Toe
No node of T is an initial node of T - To,for the initial ncées of

T - T are the terminal nodes of T . Hence, ty 2.1.1 and 2.1.2,(02,72) is in

T~ To. By 2.1.19, since o, must be the initial string of T,, T - To contains

2 2
all the nodes of T2.

7, 1s a terminal substring of To. is the initial string of T

1 T 1
1s the initial string of T, - (o ,Tl). So T + ('rl - (ﬂl,Tl)) = U is an

, hence

|
initial subgraph of T. U contains no production of T2, for To does not, and

only productione of Tl are added to form U. T-U therefore contains all the nodes

of T2, because every node of Té is in & production of Té lest some node of Ta

be both initial and terminal, so that should T-U lack a node of T, it must also

2
o* U contains all the nodes of Ti for the same kind
of reason. Therefore 'I‘l and T2 are separable.

lack a production of T

2.2. Labeled production graphs and ambiguity.

DEFINITION. A labeled production graph is a production graph in which each

node is an ordered pair (p,x), where p is the node name and X is the node label.
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Notation. It will seldom be necessary to make explicit reference to the node
name. We will continue to use p,q,r,... as symbols for nodes.

For a node p, o(p) will denote the label of p.

For a string o = p,...p,, the labvel of o, written o(c), 18 m(pl)...co(pk).

For a production (o,T) of a labeled production graph, the label of (o,7),
written o((o,T)), iz a production o(c) = o(T).

Let T be a labeled production graph with initial string u and terminal

string 7. Then ~(u) 18 called the initial word of T, and «o(T) is called the

terminal word of T. Continuing in the same vein, an initial (terminal) subword

of T is a subword of the initial (terminal) word of T, an intermediate word

of T is the label of an intermediate string of T, a ward of T is the label of

a string of T.

DEFINITION. Let G be a grammar. A labeled production graph T is a G-graph 1f,
for every production (o,T) of T, o(og) = w{T) is a production of G.

If G is a grammar with start letter S and external alplhabet I, then a
complete G-graph 1s a G-graph with initial wc . S and terminal “ord i- L,

Let G be a grammer. Let us show that o l—a B 1f an? only if thuro exists
a G-graph with initial word o and terminal word 5.

In one direction we proceed by induction on the length of the derivation.
Far a derivation of length 1, the required G-graph is merely a sequence of
labeled nodes with no productions. Suppose that for all derivations al,...,orn
of length n there is a corresponding G-graph with initial word al and terminal

word o , and consider a derivation o ,...,o .. let o = 818283, ey ® BlYB3’
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where 82 - Y is a production of G. There is a graph T with initial string o,

and terminal string T such that o(g) = o, m('rl) - Bl, m(-ra) =8,

172"y 2

cs('rB) = 83. Choose a string ¢ of new nodes so that o(p) = v. T + (7.,p) has

2,9
terminal string ) PT3) and terminal ward m(Tl)m(P)m(T3) - Elya3 = ,1» and the
initial word al.’

in the other directicn we proceed by induction on the number of productions
in the G-graph. 1f the G-graph has no productious then it corresponds in the
required way with a one-word derivation. Suppose a G-graph T has initial word
o and terminal word 8 and that o I-G- B. Suppose that T has terminal string
T TpTy and that T + (72, ¢) 18 a G-graph. The terminal ward of T + (Ta,p) is
co(‘fl)'n(p)w(f3)-

Clearly 8 = ro('rl)eo('re)m(-r3) |-6 (D(‘Tl)cp(p)m(‘\'3), whence o I-a w('rl)ro(p)»o(1'3).

Notice that the construction of the G-graph from a given derivation, as
set forth in the previous proof, is unique except for the choice of node names,

given for each 1 the exact production which sends o, to « The derivation

1 Lwl”
itself does not necessarily provide this information, but it does in the case
of "leftmost" derivations of context free grammars, which we will be considering
shortly.
Two graphs that are the same except for node names will be called

congruent. Formally:
DEFINITION. Two labeled graphs, (Ol,u.l) and (¢2,u2), are congruent if there

exists a one-to-one function h from the nodes of (él,u.l) onto the nodes of

(¢2,u2) such that:
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(1) u, = nl);
(11) (o,T) 1s & production of %) if and only if (h(o),h(T)) 15 &
production of ¢2;
(1141) o(p) = o(h(p)) for every node p of (él,ul).
By h(pl...pk) we mean, of course, h(pl)...h(pk).
If P is & production of ¢, P = (0,7), then by h(P) we mea.. the production

(a(o),u(T)) of e If ¢’ 1s a subset of %), then by n(%’) we mean the subset

fa(P) : P in &'} of ¢,.
It 1s easily seen that if (¢',o) is a subgraph (initial subgraph) of
(él,ul),then n((¢’,0)) = (h(%'),n(0)) is a subgraph (initial subgraph) of
(85,m,)
If the terminal string of (él,ul) is T, then h(T) is the terminal string
of (¢2,u2). Conversely, we can conclude that the two graphs are congruent if
they satisfy (ii) and (1ii), and have respective terminal strings T, and T,

such that h(Tl) =Ty The latter assertion follows from the duality principle.

PROPOSITION 2.2.1. Condition (1i) in the definition of congruence can be

weakened to:

(11') If (o,T) is & production of ¢, then (h(s),h(7)) is a production

of §2.

Proof. Suppose two labeled graphs T, and T, satisfy (1), (117), and (111)
with respect to the one~to-one mapping h from the nodes of Tl onto the nodes
of T,. Suppose (h(c),h(T)) 18 a pruoduction of T, vhile (0,7) 418 not a

2
production of T;. No node of T could be an initial node of T, because by (1) p
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is an initial node only if h(p) is, but,by the dual of 2.1.2 no node o )

is an initial node of T2. Therefore, by the dual of 2.1.2, for any node p of T

there is a production (¢’,7’) of T, where p is in '« (n(s’),n(7)) 18 by (117)
a production of T,, and n(p) 16 1n h(t’)e (o’,*') # (0,7), and since h 1is
one-to-sne, this entails (h(c’),h(t’)) # (h(o),h(7)). But then h(p) occurs in
the second string of two producticns of Ta, contrary to the dual of 2.1.2. This

contradiction results from assuming that (ii) fails to hold.

PROPOSITION 2.2.2. There is at most one congruence between two given labeled

production graphs.

o are congruences from Tl to T2. Let b and Ky be the

initial strings of T, and T, respectively. Then hl(ul) = ha(ul), i.e., the two

agree on the initial nodes. In other words, h1 and h

Proof. Suppose hl and h

5 agree on the nodes of

the initial subgraph of T,, which contains no productions. Suppose they agree

l’

on the nodes of uny initial subgraph of Tl containing n productions, and let

S (0,7) be an initial subgraph of T, containing n + 1 productions. Then

hl(c) - ha(c),because o is & string of T  and T only has n productions.
(hl(o),hl(f)) and (hz(o),hz(f)) are productions of T,. Lest the nodes of
hl(o) = h2(°) appear in the first strings of two distinct productions, we must

have hl(T) - hz(T). Hence h, and h, agree on all the nodes of T+ (o,7).

2

This extends the assertion to all initial subgraphs of T

1) ome of which 1is T

1
itself.

PROPOSITION 2.2.3. Let T and T’ be congruent. Iaot Tl""’Tk be replaceable by

U in T, and suppose the congruence h fram T to T’ 18 extended to the

l,...,U

k
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nodes of the U, so that h is a Longruence fram U, to h(Ui) for 1 = 1,605k
and so that h(T)),...,n(T,) are replaceable by h(U),...,h(U,) in T'. Then
the graph formed by replacing Tl, ...,'.I‘k by Ul’ ""Uk in T is congruent to the

graph formed by replacing h(Tl), '”’h(Tk) by h(Ul), ""h(Uk) inT’.

Proof. h 1s obviously an onto mapping. Let us see whether h is one-to-one.
If p and q are both nodes of T,then h(p) # h(q) unless p = q, far h is &
congruence from T If q is not a node of T,then qQ is a noninitial nonterminal
node of one of the U,. Hence h(q) is a noninitial nonterminal node of h(Ui)'
Because of the hypothesis about replaceability in T’, h(q) can belong neither
to T/ nor to any h(UJ) other than h(Ui). Therefore if h(p) = h(q), p must not
belong either to T or to any U 3 otber than Ui’ p has to belong to something,
so p must belong to Ui' Since h i1s a congruence on Ui’ it follows that p = q.
Therefore h is one-to-one.

If u is the initial string of T,then h(u) is the initial string of T',
and the replacements do not change the respective initial strings. Thus (1)
is satisfied.

Let (o,T) be a production of the graph V formed by the replacement of
Tyyeee, Ty Y Up,eee,U dn T If (0,7) 18 in T, then (o, T) 18 in ncne of the T,

1 1 k

because all of the productions of the T, have been replaced. Then (h(o),h(T))

i
18 in T’ without being in any of the n(T,)s Any production of T’ not in any
of the h(Ti) rust still be there after the replacement is made, so (h(o),h(T))
is in the replacement graph. If (o,T) 18 not in T, then it is in some Uy,
whence (h(o),h(T)) 1s in h(Ui). This again requires (h(o),h(T)) to be in the

replacement graph. Thus the assertion (i1’) of 2.2.1 holds.
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(111) holds for any node p either because p 18 in T or because p is .ne
of the Ui'

Since we have (1), (11’), and (i11), we have congruence by 2.2.1.

DEFINITION. A grammar G is unambigucus if every two complete G-graphs having
the same terminal word are congruent.

Let us make sure that this notion of unambiguity reduces in the context
free case to the usual notion.

The usual notion has been expressed in terms of irees which are easily
seen to be just the context free case of our production graphs. However, the

more familiar definition is in terms of leftmost generations f2):

Let G be a context free grammar. A derivation 0 yeee, is leftmost if
for each 1 < n we have o = Bixiij and ¥,y = Biyiﬁi', where X, ~Y, 15 a
production of G and Bi contains only external letters. A context free grammar
is unambiguous if for every word w which contains only external letters there
exists at most one complete leftmost G-derivation ending with w.

To show that the two definitions of ambiguity are equivalent, we will
establish a one-to-one correspondence between complete G-graphs and complete
leftmost G-derivations. Given a complete G-graph T with initial word S and
terminal word o , we will define a unique leftmost derivation F(T) = Xy een, o,
vhere o = 5, together with a corresponding sequence F'(T) = Tyseee, T Of

initial subgraphs of T such that oy is the terminal word of each T, and Tn = T,

:
We will show that if F(T) = F(T'), then T 1s congruent to T'.
let T, = (#,p) 1f p 18 the initial string (necessarily of length 1) of T.

o - S is the terminal word of Tl’ Suppose we have the initial subgraphs
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T,,+++,T, and a leftmost (partial) derivation ®,.-.,a, vhere each o, 1s the

J J 1

terminal word of Ti' T e T,then we are finished. Otherwise,let the

terminal string of T 3 be 'rl'rz where m(‘l‘l) contains only external letters and

m('rz) begins with an internal letter. The terminal string of T 3 must be in

that form because there must be a production of T applicable to its terminal

string, and we have adopted the convention that context free gramumars do not

K

2 2

node and «o(p) = X. Then o, = co(Tl)X'n(Te'). p is not a terminal node of T.

Therefore T has a production (p,p). Let T)+1 - TJ + (p,9). Let

have productions with external letters on the left. Let 7., = pt  where p is a

Uypy ™ cp('rl)w(p)rp('ra'). @y, s the terminal word of T ., and if &,...,q,
is a leftmost derivation,then so is oﬁ.""’aj«tl‘ Eventually we must arrive
at ’.l‘n = T and a complete leftmost derivation TR This completes the
construction of F and F'. That F(T) = F(T’) implies T congruent to T' can be
seen from the construction Just set forth. Obviously T and T’ would have to
have the same nurher n of productions. Let F'(T’') = Tl’""’Tx;' Clearly T, 1is
congruent to T{. Suppose ’.'L‘J is congruent to T', under the congruence h. If
J = n we have the assertion. If not,then, using the notation of the

!

J
only external letters and o(h(p)) = X. Clearly T

construction, the terminal string of T, is h('rl)h(p)h('ra'). cp(h('rl)) contains

4 -TI

J+l J
p'. p’ has to have the same length as p since the length of

+ (h(p),p’) for some

orJﬂ_ is fixed.

o(p’) = o(p) in arder to obtain a,,. as terminal word of T. The nodes of p

3+l J+1°
respectively, so there is no difficulty about

and p' are fareign to TJ and T‘;

extending h so that h(p) = p’. Clearly the extended h is & congruence from

’

T J+l.

341 to T
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We also need to know the converse, that if T is congruent to T’ then
F(T) = F(T'). It suffices to show that F'{T) and F’(T’) are congruent term

by term, for then their sequence of terminal words must be identical. Tl and

‘I‘]: consist Just of initial strings with the same label and are therefore

congruent. Suppose T

!
J 3
and T', hence, there being at most one possible congruence between labeled

is congruent to T These are initial subgraphs of T

graphs, the congruence between them must be a restriction of the congruence h

from T to T'. TJ+1 = TJ + (p,0) vhere p is the leftmostterminal node of TJ

such that ¢(p) is not an external letter. h(p) is, because of congruence, the

leftmost terminal node of ‘1‘3 with label other than an external letter. In

order that the sequence of terminal words be a leftmost derivation,

TJ’+1 = TJ' + (h(p),p’) for some p’. (h(p),h(p)) is a production of T', and h(y)
cannot be in the first string of two distinct productions, so p! = h(p). This

’
J+l 1’

It 18 clear that, given any leftmost derivation we can get a G-graph T such

clearly entails that T be congruent to T
that F(T) is that leftmost derivation. This is clear by inspection of the
general construction given earlier for obtaining G-graphs from G-derivations.

It follows now that if there are two different leftmost G-derivations of
the same word, then there are two camplete, incongruent G-graphs with the same
terminal word. That is, if G is ambiguous in the leftmost derivation sense,
then it is ambiguous in the production graph sense. Conversely, two incongruent
complete G-graphs with the same terminal word must give rise via F to two
distinct leftmost derivations of that word. That is, if G is ambiguous in the

production graph sense,then it is ambiguous in the leftmost derivation sense.
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Thus we have

PROPOSITION 2.2.4. A context free grammar is unambiguous in the sense of
production graphs if and only if it is unembiguous in the sense of leftmost
derivations.

It can be shown also that a context sensitive grammar is unambiguous in
the sense of production graphs if and only if it is unambiguous in the sense
of linear bounded automata, i.e., if and only if the language of the grammar
is the language accepted by some linear bounded automaton which has at most

one accepting computation for each word.
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3. Context Limited Grammars

Let us now formulate, exactly, a Jefinition of the context limited
grammars, and then prove that they are equivalent, as described at the

beginning, to the context free grammers.

Notation. Lower than or equal to will denote a partial ordering relation, and

lower than will mean lower than or equal to and not equal to.

DEFINITION. A grammar G is context limited if there exists a partial ordering

lower than or equal to on the alphabet of G such that for each production

a = £ of G, every letter of o is lower than some letter of 8.

17 X2 is lower than Y2,

X3 is lower than Y3, then xlx2x3 = Y3Y2Yl could be a production. XX - X could

not be a production.

Note, for example, that if Xl is lower than Y and

If G is a context limited grammar then L(G) is called a context limited

language. This is for present comnvenience only, since we will show that they
are all context free.

Note that, as we have defined it,a context limited language cannot contain
the null word e¢. We could incorporate ¢ with a slight change in the definition,
but instead, since it is generally agreed that the presence or absence of ¢ is
of no fundamental importance, let us agree th.' the term "language" means a
set without e.

The context limited grammars are generalizations of the grammars,

introduced by Ginsburg and Greibach (4], such that every production has an
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external letter on the right, These grammars were proved in [4] to generate context
free languages. Also, Ginsburg and Spanier have outlined an alternate proof

that the context limited lanzuages are context free, in which proof the
Ginsburg-Greibach result Just mentiored is applied. This proof could probably

be generalized to incorporate the preservation of unambiguity, and possibly

an easier proof than the present one could be so constructed. Note, however,

that the present proof would be quite short without the ambiguity considerations.

Example 1. The language 8':3.“cbp : p is the integer part of 8} 1s generated by

the context limited grammar with productions o = aoX, XX b, o0 ~ ¢, oX = c.

Example 2. To illustrate the potential utility of the theorems we are about
to prove, we use them to give a shart proof of the known fact that if a
sequential transducer M [3, p.9l] is one-to-one on an unambiguous context free
language L, then M(L) is an unambiguous context free language (a slight
generalization of theorem 1 of (6], which is for generalized sequential
machines). We assume without luss of generaiity that the input and output
alphabets of M are disjoint. Let po be the start state of M. Then poL is

an unambiguous context free language. By Theorem 2 (below), poL is generated
by an unambiguous context limited grammar G, the alphabet of which we can
assure is disjoint from the output alphabet of M. We simply adjoin to G,
productions corresponding to the moves of M, so that if M can go from po to fq
in one move, p and q being states, we adjoin & production pa = Bq. We also
adjoin po = B in order to maxe it possible to get rid of the state symbol at

the end of the derivation: note that if po - B 18 used too soon, then a
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complete derivation is not possible, because there will still exist internal
letters but no production to handle them. The required partial ordering is
obtained by extending that for G, so that every letter of G is lower than every
output letter of M. Unaxabigulty follows from unambiguity of G and the one-to-
one property of M.

The next Proposition is the easier direction of the main theorems.

PROPOSITION 3.1. If G is a context free grammar, then there exists a context

limited grammar H such that L(H) = L(G),and if G is unambiguous then so is H.

Proof. The main result of (8] is that every context free grammar reduces,
with unambiguity preserved, to one in which all productions are of the form
X = ao

vhere a is an external letter and X, of course, is not external. Under the
partial ordering that makes every internal letter lower than every external
letter, such a grammar is context limited.

Now let us reduce each context limited grammar to a context free one. We
will need a few preliminary lemmas.,

First let us recall the well-known fact that any partial ordering can be

extended to a linear ordering.

PROPOSITION 3.2. If G is a context limited grammar, then G is context iimited
with reupect to some linear ardering of its alphabet in which every internal

letter is lower than every external letter.
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Proof. We first obtain a linear ordering of the internal letters by extending
the given partial ordering to a linear ordering, and then restricting the
latter to the internal latters. Then we obtain a linear ordering of the
external letters in the same way. Then we combine the two into a single linear
ordering in vwhich every internal letter is lower than every external letter.

Now there is no need to have the relation "a lower than X" for an external
letter a, for by definition the external letters do not occur on the left in
productions. So we can assume that the given partial ordering has this
property. Then the linear ordering that we Jjust constructed is an extension
of the given partial ordering, hence G must be context limited with respect to
it.

If G is a grammar, either context limited or context free, we ceall G
unambiguous modulo the set R if whenever two complete G-graphs T. and T, have

j & 2
the same terminal word v vhere w is in R, than Tl is congruent to T2.

We could prove directly that if a context limited grammar is unambiguous
modulo a regular set R, then its lanjuage intersected with R is unambiguous.
But this result will follow &5 a byproduct of the main result. We will, though,

nee. to prove it in the special. case where the gramur 1is context free.

PROPOSITION 3.3. If a context free grammar G is unambiguous modulo a regular

set R, then L(G) N R is an unambiguous context free language.

Proof. Let A= (x,t.,a,qo,F) be a finite automatca (i.e., finite-state acceptor
(3, p.47]) such that R is the set of words accepted by A.

We define a context free grammar H as follows. The alphabet of H is the
external alphabet of G together with the triples (pXq), p and q states of A and
X in the internal alphabet of G.
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For two states p and q of A and a word o on the alphabet of H, call o
(p,q)-connected if any of *“he following hold:
(1) o contains only input letters of A and 6(p,a) = q.
(11) o = (pXq) for some X.
(111) There are words c'.vrl,...,ozk and states PyseeesPryy such that o = G eeery,
and for each 1 £k o, is (pi’pi+l) connected according to (1) and (11).

i

0 be the initial letter of H, where SH is distinct from all letters

mentioned so far. Let S be the {nitial letter of G. For each final state p of

Let S

A,let H have the production
8y — (a_sp).

For a word o on the alphabet of H,let & be the word on the alphabvet of G
obtained in the obvious way by replacing each (pXq) by X and leaving external
letters unchanged.

For each internal letter (pXq) of H, and each (p,q)-connected word B such
that X =B is a production of G, let

(pXq) = 8
be a production of H.

It is obvious that if o is (p,q)-connected and o I-ﬁ 8 then B is (p,q)-
connected.

Now if a word w on the external alphabet of A is (qo,p)-cormected vhere p
is a final state,then w is in R.

From these two assertions, L(H) CR.

The productions of H being homomoarphic to productions of G via the

homomorphism which takes o to '&, except for the productions involving SH’
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1t 1is clear that if v has only external letters and (q _Sp) lﬁ w,then S l-(,- We
All caomplete H-derivations are of the form SH’ (qoSp),...,w. Therefore
L(H) € L(G). Therefore
L(H) < L(G) NR.
On the other hand, If any word o on the alphabet of H is (p,q)-connected,
and 1f X 'E @, then (pXq) lﬁ @ For, we have either X = o or
X = 7Y seew Y W where the wi are words on the external alphabet and the Y

G 1L k"k k+l1

are internal letters, with Y, |'6 B, and w8 ...w 8w . = o From this it is

zlear that we car prove the assertion by induction on the length of the

i

derivation. In the induction step, we observe that if Bi is (pi,pi+l)-connected
then (piyipi-ﬂ) lﬁ B, This together with (pXq) i wl(plylpe)"'wk(pkykpk-fl)wk-&l
shows that (pXa) |5 o
New any word w in R N L(G) is (qo,p)-connected for some final state p.
Therefore if S }5 , then (qOSp) l'ﬁ W =w. This and Sg "y (qOSp) show that w
1s in L(H). Thus
R N L(G) < L(H).
Therefore
L(H) = L(G) NR.
The productions of H being homomorp.ic in the sense mentioned above to
the productlions of G, every camplete H-graph is, ignoring the initiel node,
comomorphic in the same sense to a complete G-graph. That is, the complete
G-graph 1s obtained by deleting the initial node and production and replacing
each label. (pXq) by X. Therefore if T, and T, are complete H-graphs, with the

1 2
same terminal word, then there is a one-to-one function h from the noninitial
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nodes of T, onto the noninitial nodes of T, such that h(P) is a production of

T, whenever P is a production of Tl’ and such that for every noninitial node s

2

T

external letter then o(h(s)) = a. In the former case we have that the terminal

, if o(s) = (pXq) then ¢(h(s)) = (pqul), and if g(s) = a where a is an

word of T, 1is AL where (pXq) "ﬁ v,, and v, 1is (qo,p)-connccted (with the
convention that ¢ is (r,r)-connected for any r), and V3 1s (q,r)-connected for
some final state r. The terminal word of T, is also wW,v,, and (p,Xq,) |T{' A
(we rely, of course, on the unambiguity modulo R of G for the latter statement).
Since w, has been ascertained from T, to be (p,q)-connected, and since A is
deterministic, we must have P =P and q =9 Therefore h must be a
congruence fram Tl to T2 when extended to the initial node. Therefore H is
unambiguous. This completes the proof.

For each context limited grammar ( let the numbers J‘.L(G) and 12(6) be
defined as follows.

First, iet the length A(v = B) of a production o = B of G be |of - 1,
where |a| is the length of «a.

Call the production o * Bof G a splittiug production of G if B contains

an external letter. Otherwise call o - B a nonsplitting production. Let

ll(G) =« IA(P) : P a nonsplitting production of G}
12(0) = Z{A\(P) : P a splitting productiou of G}
Clearly G is context free just in case 11(0) - 12(0) = 0.

Call a production P context bound if A(P) > O.

Toe program is to reduce 12(0) if 1t 1s not O, and if 12(0) =0 < :Ll(G),

then to reduce :L_L(G). The latter reduction will be considered next.
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PROPOSITION 3.4. Let G be a context limited grammar with 11(0) >0 and
12(0) = O. Let R be a regular set. Then there exists a context limited
grammar H satisfying the following:
(1) 11(5) < 11(0).
(11) L(H) = L(G).

(i11) If G is unambiguous modulo R then H is unambiguous modulo R.

Proof. By Proposition 3.2, we can assume that the partial ardering on the
alphabet of G is a linear ordering. Then every set of letters has a highest
member, where X higher than Y means Y lower than X.

We first want to identify the set of context free letters of G. These

are the letters such that, once one of them appears in a derivation, it must
glve rise to a sequence of context free productions culminating in an external
letter. Thus a context free letter constitutes a bvarrier that splits the
derivation into two independent parts. The set of context free letters is the

union of the sets C, which are defined inductively as follows:

i
Co is the set of external letters.

Given C,, X 1is in C if both of the following hold:

2 i+1
(1) X 1s not irn o for any conte:t bound production o — B.

(11) Far each production X - B,Y3,, where Y is the highest letter

in 81Y82, Y 18 in Ci'

c :
Note that Ci C1+l for each {.

We define the heiggt of a context free letter X to be the least 1 such

that X is in C,.
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For each context free letter X we define the term tree of X inductively
as follows. If X is an external letter, then & tree of X 1s a labeled production
graph with a single node labeled X. Once we have defined the trees of X for
all X of height at most n, we extend the definition to letters of height n + 1
as follows. Let X be a context free letter of height n + 1 and let X - OiYOé
be a production of G where Y is the highest letter of o Yné, and Y is not in Qi'

1

Then Y is context free of height at most n. Let p be a node and let clq be

%
a string of nodes such that o(p) = X, m(ol) = a, o(q) = Y, m(og) m o, Let T
be a tree of Y with initial string q and no other nodes in common with
(p,olqoz). (Trees of X are production graphs, of course.) Then
({(P,qucz)},Q) + T is a tree of X.

It is clear that If p is a node of a complete G-graph T with ¢(p) = X,
wvhere X 1s a context free letter, then p is the initial node of a subgraph of
T, which is a tree of X. For all of the necessary productions are there, and

p is a string of T.

Let us cell a letter context bound if it is not context free.

There exists a context bound nonsplitting production ¢« — B such that some
letter in 8 1s context free. For, suppose there were no such production. We
will show that, given any context bound letter X, there exists another context
bound letter Y that is higher than X. Either X belongs to a context bound
production OiXOé = B, in which case the highest letter Y of B is higher than X
and by hypothesis context bound, or else there is a production X = 8 in which
the highest letter Y of B, again higher than X, is context bound. Hence G

could not contain any context bound letter lest there be an infinite ascending
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sequence of letters, impossible in a partial ordering on a finite set. But G
does contain a context bound letter because ll(G) 18 positive,and therefore
there is at least one context bound nonsplitting production o« = B, ~nd our
hypothesis has it that the highest letter in B is context bound. Hence the
hypothesis is false.

That is, G Lhas a nonsplitting production

o - leﬁa,
vhere |a| >1, X is not in Bl, and X is context free.

Let Yysee oYy be the set of all terminal words of trees of X. Note that
all the Yi are distinct even though two incongruent trees of X may have the
same terminal word.

We define the grammar H to be Jjust like G except that H lacks the
production o = 81X82 and has instead all the productions

=BvB,1s1sk

Each \ contains an external letter, so each production o - Blyiez is a
splitting production, hence contributes nothing to ll(H)’ o - BlX82 contributes
at least 1 to 1,(G) and is absent from H. Therefore 1,(#) <1,(6).

Let T = (4,u) be a G-graph. Let T, = (Ql,o) be a subgraph of T. Call T,
a removable subgraph of T if T, = (O,TlpTa) + T{ where T{ is a tree of X with
initial node p, (o) = 0, (p(*rl) ~ Bl’ o(p) = X, m(‘ra) = 82. We are interested
in forming an H-graph by replacing all removable subgraphs by productions, so,

recalling 2.1.21, we are interested in the separability of two distinct

removable subgraphs.
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To establish this separability, we need to show that for every context
free letter Y, two distinct trees of Y which are subgraphs of T have no
productions in common. We proceed by inducticn on the height of Y. If Y has
height O, then Y is an external letter, hence no tree of Y has any productions
at all, so the assertion holds in this case. Suppose the assertion holds for
heights at most n, and iet Y have height n + 1. Let Tl and T2 be trees of Y
and subgraphs of T. Let Tl - (pl,c]:qlci) + U1 wvhere U1 has initial node ql
and is a tree of o(q;). Let T, = (p,,0,4,0;) + U, vhere U, has initial node
q, and is a tree of (p(qe). If the initiel productions of T, and T, are the
same tuen q = qe,because these nodes correspond to the leftmost occurrence of
the highest letter of the word. If co(ql) has nelght Q then Ul and 02 have no
productions, in which case T, = T,.. If cp(ql) bas positive height, then U, and

1 2

U, have initial productions with Q in the first string of each. Since T can

2
bhave only one production with q, in its first string (2.1.2), by inductive

hypothesis Ul and U2 are identizal. BHence '1‘1 and 'I'2

Suppose the initial produstion of Tl is in Uz. To remove this possibility,

let us show that if V is a tree of a context free letter Z and (p,o) is a

are identical.

noninitial production of V, then o(p) has height less than the height of Z.

The case of height O is trivial, and if the assertion holds for heights up to n,
and Z has height n + 1, then V = (q,7) + V' vhere V' 15 a tree of a letter 2’
of smaller height than Z. (p,a) is either the initial production of V', in
vhich case ¢(p) = Z' has smaller height than Z, or else (p,o) is a noninitial
production of V', in which case ¢(p) has smaller heigh® than Z', hence smaller

height than Z. Thus if the initial production of Tl is in Ue,w are forced to
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the conclusion that Y has smaller height than Y. Far the same reason, the

initial production of 'I‘2 is not in Ul.

With these facts in mind, suppose (p,o) 1s a production belonging to both
T, and T,, with ©(p) baving the largest possible height consistent with this
property. (p,c) is not the initial production of either Tl or T2. Hence Ti
contains a production (p’,oc’) with p in ¢’ and o(p’) of greater height than
o(p). But p cannot appear in the second strings of two distinct productions,
80 T2 must also have the production (p',o'). This contradicts the maxirial

choice of «(p).

We conclude that two trees of Y, subgraphs of T, are either identical o

share no productions.
Now we can show that two distinct removable subgraphs have no productions

in common. Let Tl and Té be removable subgraphs of T. We can say

I " '] I’
Ty = (0, TPy 7y) + Uy and T, = (05, T5P,T5) + Up
vhere (o) = o(o,) = o, m(T{) = w(Té) =8, o(p) = olp,) = X,

N n
w(Tl) u w(Ta) - 82, and Ul and U2 are trees of X with initial nodes p, and P,

respectively. If p = pe,then Ul and U2 must have the same initial production,

since there is only one production with Py in its first string. lLence Ul and

U2 are identical by the assertion proved previously. Also,if P} ® Py, since
can be in the second string of only one production,
s |
] n [ 4
(o ,TlplTl) - (ca,rapa-r2 :
Therefore to have T, and T, distinct,we need p, # Py
[ ] 4 "
(cl,TiplTl) # (02,72p27a) because p, and p, are required to correspond to

the leftmost occurrence of X in ¢(T£p11{) and @(fépzfé) respectively, so that
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the equality of the two strings would entail p = Pye Neither initial produc-
tion of one is a noninitial production of the other, for both initial productions
are context bound and all noninitial productions are context free. Ul and U2

are distinct trees of X and therefore have no productions in common. Therefore

’1‘l and '1‘2 have no productions in common.

'I‘l has initial string 9

hence no initial node of Tl is terminal. Similarly, no initial node of 'I‘2 is

has only one initial production. Therefore, by 2,1,22,

and just one initial production (cl,'r]fpl-rz') ;

terminal, and '1‘2

Tl and T2 are separable.,

Now in a complete G-graph,every production (o,T) with label o - BlX82
must belong to a removable subgraph, because tbe node labeled X must be the
initial node of & tree of X, as noted earlier, and ¢ is a string of T by 2.1.18.
Therefore if we replace all the removable subgraphs with productions of H, we
will have an H-graph.

More precisely, let Tl’”"Tk be all the removable subgraphs of T, with

initial strings O yeeeyO and terminal strings Tyreees Ty For each J the

k

terminal word of 'I‘J is w(TJ) = B].Yi 82. Let the production graph UJ ve

J

(f(o1,TJ)},oJ). Each UJ is an H-graph, for the only production label :n U.j

a = Ble. 82. No UJ has any noninitial nonterminal nodes, sc the UJ contain
d

no noninitial nonterminal nodes in common with each other or with T, Therefore

is

Tl""’Tk are replaceable by Ul”"’Uk in T.

Denote by F(T) the graph formed by replacing Tysoee, T with Uj,ee0,U in T,

By 2.1.16 and 2.1.21, F(T) bas the same initial and terminal strings as T,

and by definition its labeling agrees with that of T on the initial and terminal



16 January 1967 54 T™™-738/030/C0

nodes. Hence F(T) has the same initial and terminal wards as T. F(T) 1s an
H-graph.

We note in passing that this shows that L(G) € L(H).

Suppose h is a congruence defined on T. Let us show that F(h(T)) is
congruent to F(T). h(Tl)""’h(Tk) are all the removable subgraphs of h(T ,
their initial strings are h(ol),...,h(ck) respectively, and their terminal
strings are h('rl),...,h('rk) respectively. Clearly ([(cJ,TJ)},cJ) is congruent

to (f(h(cJ),h(TJ))],h(oJ)). That 1s, U, is congruent to h(UJ). F(h(T)) is the

J
graph formed by replacing h(Tl),...,h(Tk) by h(Ul),...,h(UJ) in h(T). We have

the situation described in 2.2.3. Therefare F(T) is congruent to F(h(T)).

Conversely, let T be a complete H-graph. Let (ol,'rl),...,(ok,'rk) be all

of the productions of T having labels of the form o = 8.V, 8B

"
11
‘p(oj) = q, rp(TJ) = BlYiJBQ‘ For each j construct the graph

o That 1is,

7y = g egyeilioy) + Ty

where m(pé) - 8, m(qJ) - X, m(pg) = B,y Vy 18 a tree of X with initial string

"

J

3 »0 thut the terminal string of TJ is 'rJ. We choose the rest of the nodes

of the V.j to be distinct from all the nodes of T and so that no two VJ have

nodes in coammon other thon initial or terminal nodes.

qJ, and terminal word Yid. Moreover, we choose pj,p and the terminal string

of V

Any two productions (ci,‘ri) and (oJ,'rJ), considered as subgraphs, are
separable.

Therefore (o'l, 'rl),...,(ok, 'rk), considered as graphs, are replaceable by
Tl’“' ’Tk in T. Let T' be the graph formed by the replacement of the former
by the latter in T. T is a G-graph because all production labels of the form

o -8B

le_Be have been removed. T' has the same initial and terminal words as T.
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(P1) X - B,
(P2) o = 932-
The nonsplitting productions of H are exactly the nonsplitting productions
of G, so ll(H) = ll(G). The splitting productions of H are just those of G
except that H has o - c82 and X - Blb instead of Xoa - Blaea. The length of
X = 8,b is 0, and the length of & = c8, 1s || - 1, whereas the length of
Xo = 8 a8, 1s lo|. Hence 1,(B) <1,(a).
Let V be the alphabet of G. Let
R’ = v* U (V* be V*)*,
That is, R’ 18 the set of all words on V U {b,c] such that b and ¢ occur only
in subwords bc. Clearly R’ 1s regular.
Let M be a sequential machine which replaces any Y # b,c by Y, and replaces
bc by a. Let
R, = M'l(nl) nR'
M'l(Rl) is regular, as is proved in (5, p.186], and it 1s well known that
the intersection of two regular sets is regular. Therefore R2 is regular.
We will use, merely as a notational device, the grammar H; vhich is Just
like H except that H’ has the production bc - a. We also define a graph U
corresponding to the productions X - Blb, o - ch, be - a. More precisely,
U= (T Tydy)s (oaTypy)s (g sy) hipgoy)
vhere o(p;) = X, oloy) = o, o(7y) = B, elay) = b, wley) = B,, ofry) =c,
w(su) = a. U is an H'-graph.
I claim that if an H'-graph T such that b and ¢ do not occur in the initial

word of T bas a production (qr,s) with ¢(q) = b, ¢(r) = c, ¢(s) = a, then the



16 January 1967 55 T™-736/030/00

Let us note in passing that this shows L(H) € L(G). Therefore, since we
have the other inclusion, L(H) = L(G).

5
label o ~ BlX82 can be in T' only by being in one of the T

yeee ,Tk re all of the removable subgraphs of T, far the production

g® The TJ have

Therefore it is clear that

initial strings o, and terminal strings T

J &
F(T') = T.
Now let Tl and T2 be two complete H-graphs with the same terminal ward w
wvhere w is in R. There exist two complete G-graphs, T]f and ’I‘é,with terminal

word w,such that F(T)) = T, and F(T,) = T,. If G is unambiguous modulo R,then

1 2°

T]: and Ta' must be congruent. We have seen that this implies that F(Tlf) is congruent
]
to F(Ta)o
This establishes (i1ii) and finishes the proof,

PROPOSITION 3.5. Let G be a context limited grammar. Let la(G) > 0. Let Rl
be a regular set. There exists a context limited grammar H, a sequential
machine (3, p.93] M,and a regular set R, satisfying the following:

(1) n(g) N R, = M(L(H) N R2).

(11) If G is unambiguous modulo R, then H is unambiguous modulo R2.

¥

(111) If G is unambiguous modulo R,, then M is one-to-one on

l’
L(H) N R2.

(1v) 1,(H) = 1,(G) and 1,(H) <1,(G).

Proof. Since 1,(G) >0, G has a splitting production X —~ f aB, where a is
an external letter and |a! > 0.

Let b and ¢ be letters not 111 the alphabet of G. Let H be exactly like G
except that H has b and ¢ in its external alphabet, and H lacks the production

Xoa = 818‘52 and has instead the productions
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production (qr,s) belongs to one and only one subgraph of T which is congruent
to U. For, q cannot be an initial node of T, so q must be in the second string
of some production of T. Such a production must have the form (p,Tq) with
o(p) =X, «(7) = B,. Similarly, there must be a production (o,rp) with
olo) = a, o(p) = B,. Now

T, = ({(p, ), (o,r0), (qr,s)},po)
is & labeled graph congruent to U. We could not find another such congruent
image of U lest p or g appear in the second strings of two distinct productions
of T. Tl is a subgraph of T provided its terminal string Tsp is & string of T
(2.1.15). 71q, rp, and qr are strings of T because they are strings of
productions of T, hence by two applications of 2.1.9 we learn that mqro is a

string of T. (qr,s) being a production, tsp must also be a string of T, hence

Tl is a subgraph of T.
Also, if T? is a congruent image of U and a subgraph of T, and if T2 is
distinct from Tl , then '1‘l and T2 are separable. To see this, let V be the

smallest initial subgraph of T cc..taining all the productions of 'I‘l. (For
the existence of V, see 2.1.17.) Then the terminal productions of V are Just
the terminal productions of '1‘1. Now all the productions of Tl are terminal

in Tl' Therefore the terminal productions of V are Just the productions of Tl'

Removing just these productions yields the initial subgraph of T,which 14

called V - Tl' Now '1‘1 and T2 bave no productions in common. For, if they did,

then either q or r would have to be a node of T2, since every production of Tl

contains either q or r. So T2, being congruent to U, would have to contain a

production with q or r in the first string. There is only one such production
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in T, namely (qr,s). We have already seen that T, is the only subgraph of T

JE
congruent to U which contains (qr,s), and therefore T, and T, have no produc-
tions in comon. Therefore, either V - Tl contains all the productions of Ta,

or none of them. In the former case, V - Tl establishes the asserted
separability; in the latter case, V establishes it.

Let T’ be an H'-graph, where b and ¢ occur neither in the initial nor in
the terminal word of T'. Let Tl""’Tk be all the subgraphs of T’ which are
congruent to U. If (o,T) 1s a production of T’ and o(o) = o(T) is not in G,
then (o,T) must belong to one of the T,+ For, if (o) = () is not in G,
then o(c) or o(T) contains b or c. If, for example, T = T'q with ¢(q) = B
then, since b is not in the terminal word of T', there must be & production
(qr,s) with of(r) = ¢, o(s) = a. (qr,s) belongs to exactly cne of the T,, and

that T, contains a production with q occurring in the secona string. Since

i
there is only one production with q in its second string, (o,7'g) = (o,T) must
be in Ti' The other cases are similar.

It follows that if we replace Tl""’Tk by G-graphs Ul""’Uk in ‘I", thea
the resulting graph will be a G-graph. Letting 0y and Ty be respectively the
initial and terminal strings of T, for each i, then U, = ({o ,Ti)},ci) is a
G-graph for each i, for the only production label of Ui is o = 819.32. The
greph formed by replacing Ty,«..,T, by U;,...,U, in T’ (2.1.21) is a G-graph
with the same initial and terminal words as T'. Call this G-graph F'(T').

Convercely, given a G-graph T we can construct an H'-graph T’ such that
T~ F'(T’). For, let (9y,7))5+0+,(0y,7,) be all the productions of T such that

co(ci) = Xa, cp(‘ri) - 615.82. These productions, considered as graphs, constitute
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separable subgraphs of T, that 1is (ci,'ri) and (oJ,fJ) considered as graphs are
separable if 1 # j. With the usual precautions about distinctness of new nodes,
we construct graphs T:L""’Tk all congruent to U, where each Ti has initial

The graph formed by replacing

string oy and terminal string 'ri.
(cl,'rl),...,(ok, 'rk) by T),ee0,T, in T 15 an H'-graph T’'. The only subgraphs
of T’ congruent to U are Typoee,Tye T’ has, by 2.1.21, the same initial and

terminal words as T, hence T’ contains neitber b mor ¢ in its initial or
terminal word, because b and ¢ are not in the alphabet of G. It is clear by
inspection of the construction of F' that F'(T') = T. By 2,2,3,
1t is clear from this construction that if F’'(T") is also T, then T” is
congruent to T’.

From this it follows that L(E’) = L(G).

Suppose that G is unambiguous modulo the regular set R].' Then H' is
unambiguous modulo Rl' For, supnose Tl and '.l‘2 are two H'—graphe with the

same terminal word w where w is in R and wvhere b and ¢ do not occur in the

l’
initial or terminal word of either. If F'(T,) is congruent to F'(T,), then T
is congruent to T,. If T, and T, are complete H'-graphs, then F'('I‘l) and
F'(Ta) are complete G-grapks and hence must be congruent. Therefore B 1e
unambiguous modulo Rl.

Now let us show that L(E’) = M(L(E) NR’). Let T be an H-graph with
terminal word in R’. There exist k disjoint terminal subwords P18y esPy
with m(pi) = b, tp(q_i) = ¢ for each 1, and such that any node r with ¢(r) = b,c
is one of the p, or Q- T is an H'-gra.ph, and if we adjoin new nodesl

T seee,Ty, new productions (piq,l,ri), such that q;(ri) = a, the resulting graph
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T’ 1s an H'-graph. Define T’ = F(T). If the terminal word of T is w,then the
terminal word of T' is M(w). Thus M(L(E) NR’) € L(E’). Couversely, any
H'-g;raph without b,c in the terminal word contains k 2 O terminal productions
(P9y,7 )50, (PeQ,ry) With o(p,) = b, o(q) = ¢, o(r,) = a. Deleting these
productions gives an H-graph with terminal word w in R’, and M(w) is the
terminal word of T'. So L(H’) = M(L(E) NR').

Now ve can verify (1). L(G) NR, = M(L(H) N R’) N R,. If & vord v 1s in
M(L(H) N Re),then w = M(v) for some v in L(H) N R,. L(H) N R, = L(H) N M’l(Rl)n R/,

go M(v) = wis in R,. v is also in I(H) N R’ so M(v) is in M(L(H) NR’). Thus

l.
w is in M(L(E) NR’) N Ry. Comversely, if v is in M(L(H) NR’) N R,, then

w = M(v) for same v in L(HE) N R’. Since M(v) is in R,, v 15 also in M'l(Rl).

Sov is in L(HE) NR'NR, = L(H) N Rye So M(v) = w is in M(L(H) N R,). Thus

1
M(L(E) NR') N R, = M(L(H) N R?_), and this with the previous relation implies

L(G) N R, = M(L(H) N Ra)'
To verify (11i), we already know that if G is unambiguous modulo Rl, then
so is8 H'. We want to conclude that H is unambiguous modulo M'l(Rl) NR'. Let

and 7, be complete H-graphs '-ith the same terminal word w where w is in R’

T 2

and M(w) 1s in R F(Tl) and F(Ta) are complete H'-graphs, each with terminal

l.
word M(w). Since H' is unambiguous modulo Ry, F(Tl) is congruent to F(Ta).

But T, and T, are formed from F(Tl) and F(Ta) respectively by deleting

1 2

productions that correspond in the congruence. Therefore Tl is congruent to
'1‘2. Therefore H is unambiguous modulo R2'
To verify (iii), suppose G is unambiguous modulo R,, and let w;, and W,

be two words in L(H) N R, We want to prove tbat M(wl) # M(wa) if w # Ve
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Let Tl and T‘2 be complete H-graphs with terminal words vy and v, respectively.

Then F(Tl) and F(T2) are complete H’-graphs with terminal words M(wl) and M(wz)
-]

respectively. Since w, and w, are in R, = M (Rl) nNR', M(wl) and M(wz) are

in Ry. If M(w ) = M(w,), then by the unambiguity modulo R, of H', F(T,) is
congruent to F(Ta). We noted before that this entails Tl being congruent to T2.
But that would require w, = w,. Therefore M is one-to-one on L(H) N R,

This finishes the proof.

PROPOSITION 3.6. Let G be a context limited grammar and R a regular set. Then
L(G) N R is a context free language. Moreover, if G is unambiguous modulo R,

then L(G) N R is unambiguous as a context free language.

Proof. Suppose there is a counterexample. Let x be the smallest integer for
which there is a counterexample G’ such that :Ll(G') = x. Let y be the smallest
integer for which there is a counterexample G with l.l(G) = x and 12(G) =Y.

be a regular set. G and R, satisfy the hypothesis

Suppose y > 0. Let Rl 1
of 3.5. So let M, Hand R, be as in the conclusion of 3.5. Then 12(H) <y
and ll(H) = x, so L(H) N R, 1s a context free language. Sequential machine
mappings preserve context freedom {5, p.l84), so M(L(H) N Re) is context free,
Thus L(G) N R, 1s a context free language. If G is unambiguous modulo Ry,
then H is unambiguous modulo R2. Again, because H satisfies the present
proposition, L(H) N R2 is an unambiguous context free language, Moreover, M
is one-to-one on L(H) N R2’ 80 that M produces an unanmbiguous imege of

L(H) N R, (6, Thecrem 1]. So L(G) N R, 1s unambiguous. But this would mean

that G iz uot a counterexample, Therefore y = O,
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Suppose x > O, Let R be a regular set. G satisfies the hypothesis of
3.4, Let H be as in the conclusion of 3.4. Then ll(H) <x, SoL(H) NR is a
context free language. But L(H) = L(G), so L(G) N R is a context free language.
Moreover, if G is unambiguous modulo R, then H is unambiguous modulo R, and
since H is not a counterexample, L(H) N R must be unambiguous, i.e., L(G) NR

is unambiguous, and we have contradicted the assumption that G is & counterexample,

Therefore x and y are both O. But this means that G is already a context
free grammar, hence L(G) N R is a context free language for every regular set R,

for intersection with regular sets preserves context freedom [l, pelT1 s By
3.3, if G 13 unambiguous modulo R, then L(G) N R is unambiguous. Again

we have to deny that G 1s a counterexample, so there must not be any
counterexemples,
Letting R = I* where L is the external alphabet of G, we have immediately

from 3.6, 301, and 2020‘4':

THEOREM 1. The context limited languages are (disregarding €) Just the context

free languages.

THEOREM 2. The unambiguous context Jimited languages are (di sregarding e)

Just the unambiguous context free lang. jeso.
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